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3.1 INTRODUCTION

In this chapter, we present a rigorous definition of Cyber-Physical Systems (CPS) based on the three essential components of such a system: (1) a computing platform, (2) a set of physical entities with which the computing platform interacts, and (3) a connection between the first two components. These components seem familiar, and the third probably seems trivial. But the third component is crucial because it defines how logical values read and produced by the computing platform will be affected by and will affect the various physical entities (for example, whether an integer input of “73” that is meant to be a heading is measured relative to true North or magnetic North and whether an output with logic value of “1” is meant to cause a pump to start or stop).

Thus, correctly and precisely defining the connection between the computing platform and the physical entities is crucial, because defects in the definition can lead to undesired and possibly dangerous behavior of the CPS.

We characterize the details of the three components precisely, placing particular emphasis on the connection between the computing platform and the physical entities. We use these characterizations to construct a rigorous definition of CPS. From this definition, we derive various validation, verification, and specification properties that can serve to support the design, analysis, and assurance of CPS.

3.1.1 Cyber and Physical

The fundamental concept underlying CPS is that a logic function defined by a digital computer (cyber) interacts with the real world (physical) in order to sense and affect entities in the real world. The details of the implementation of CPS, such as the use of particular sensors and/or actuators, do not affect this underlying concept. Similarly, the functionality of a system, whether the system is in the health-care, transportation, or some other domain, does not affect the underlying concept. In other words, the role of CPS is to implement an explicit interaction between the two parts of the cyber-physical combination.

With these informal notions in mind, an intuitive definition of CPS might be:

*Cyber-physical system:* A system that includes a discrete logic function in its design such that either: (a) the state of the logic function could be changed by a change in the state of the real world, or (b) the state of the real world could be changed by a change in the state of the logic function, or (c) both.

Based on this intuitive definition, most systems that involve a computer are CPS. And, in the most general sense, this is the case. The only computer systems that are not CPS are those that do not affect and are not affected by the real world, that is, software that is pure logic—a compiler, for example. Such software is unusual.
For practical purposes, a rigorous definition and the associated ability to undertake system fault detection is more important for certain types of CPS than others. Systems for which a rigorous definition is likely to be important are those that have serious consequences of failure, such as medical systems that operate a control loop aiding a patient, automobile engine controllers that execute complex algorithms to manage pollution control, and nuclear shutdown systems that include complex decision-making algorithms. In such systems, failure could lead to equipment damage, human injury or death, or environmental pollution, so required levels of assurance of correct operation are necessarily high.

In practice, CPS have the general form shown in Figure 3.1. An important aspect of CPS is the distinction between continuous functions and discrete functions. Simple two-state ("on" and "off") discrete functions arise in the real world with switches, but many signals in the real world that are intended to change the state of the logic function are continuous. Signals to which the logic function might react, and the signals that it generates, are discrete. Transducers process continuous signals in the real world to produce discrete signals that are input to the logic function. By making various state transitions, the logic function affects a "computation" that produces digital signals designed to affect real-world entities. Transducers process these digital signals to produce continuous signals that are inputs to the real world.

An important element of the distinction between continuous and discrete functions is time. Time is continuous for both real-world entities and logic. But logic models the
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progress of time as a discrete function and changes state only at regular, discrete-time intervals.

Since the implementation of CPS logic functions are almost exclusively in software, we will use the term “software” in the remainder of this chapter. Nevertheless, we note that the definition presented in this chapter also applies to CPS in which the logic functions are implemented in hardware or in FPGAs.

The importance of the notion of interaction between real-world entities and software can be seen when one notes that many CPS are safety critical, and assurance of their correct operation depends on the interaction between real-world entities and software being complete and correct. Unless the interaction is precisely that which is intended and known to be so, doubt in the effects of such systems is inevitable.

Software failing to interact with real-world entities with sufficient fidelity has been a causal factor in various accidents and incidents. In 1999, the Mars Climate Orbiter was lost because different parts of the software system used different units of measurement [1]. More recently, in 2013 a delay in berthing Orbital’s Cygnus spacecraft with the International Space Station (ISS) occurred because Cygnus and the ISS used different forms of GPS time data—one based on the original 1980 ephemeris and the other based on an ephemeris designed in 1999 [2]. In both of these examples, real-world entities were affected by operations defined in software in ways that made no real-world sense, that is, the systems failed because the essential interaction was improperly defined.

The software in CPS should respect invariants that derive from the real world the system senses, models, and affects. For example, software that computes physical quantities should respect measurement units and physical dimensions, for example, as defined by the ISO/IEC 80000 standards. Frequently, however, the interaction between real-world entities and the system's software is undocumented or is documented incompletely, informally, or implicitly. Even more frequently, the completeness and correctness of the interaction is not checked comprehensively. Invariants derived from the real world are stated and enforced either in ad hoc ways or not at all. Crucial, non-trivial relationships between software representations and real-world entities remain under-specified, and programs treat machine-world representations as if they were the real-world entities themselves. As a result, faults are introduced into systems due to unrecognized discrepancies, and executions end up violating constraints derived from the real world. The results are software and system failures as well as adverse downstream consequences.

3.1.2 Logic Interpretation

The need to define the interaction between the software in CPS and entities in the real world explicitly arises because software is a logic function with no interpretation. The notations that are used for defining software are formal languages. High-level languages, assembly languages, and machine languages are all formal and, as formal languages, have no inherent real-world meaning, that is, the logic is uninterpreted.

For a statement in a formal language to be anything other than a purely syntactic entity, an interpretation has to be added to the logic. The interpretation defines the intended meaning in the real world of elements of the logic. In doing so, the interpretation exposes the logic
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/* Returns the year after 1900. */
public int getYear() {
    if (!expanded)
        expand();
    return tm_year;}

/* Sets the year. */
public void setYear(int v) {
    tm_year = v;
    valueValid = false;
}

/* Returns the month. ie: 0-11 */
public int getMonth() {
    if (!expanded)
        expand();
    return tm_mon;}

(a) Returns the year after 1900.

(b) Public int lnmgtyu() {
    if (!wpou88kj)
        xcvbhu71();
    return tm_lnmgtyu;}

Public void tyugfds(int v) {
    tm_ugfdsrew = v;
    ascboi9jjk = false;
}

Public int sdgtyu() {
    if (!wpou88kj)
        xcvbhu71();
    return tm_sdgtyu;}

FIGURE 3.2 Source code with (a) and without (b) an ad hoc interpretation.

to constraints and invariants that derive from the real world, such as the laws of physics. The logic must conform to these constraints and invariants to provide a rich opportunity for error checking of the software.

Surprisingly, the interpretation of a software system is always present in practice but usually documented in an ad hoc, informal, and sometimes implicit manner using casual techniques, such as “descriptive” comments, “meaningful” identifiers, and design documents. Figure 3.2a shows a block of Java text taken from an open-source library. The meanings of the values used by the parameters of the various functions are documented in part by the names of the parameters and in part by the comments. The block of Java text with the identifiers replaced with random strings and the comments removed is shown in Figure 3.2b. This version of the Java text compiles correctly, and execution of the software is unaffected by the changes. Although the logic function is unaffected, human understanding of what the logic does is almost completely destroyed. In the function originally named getMonth(), the comment explaining that the encoding of the months of the year used by the function is 0 – January, 1 – February, 2 – March, etc. is essential. That particular encoding is unusual and impossible to discern from the code.

As noted previously, for CPS that are safety-critical, assurance of their correct operation depends on the interpretation of the logic being complete and correct. Dealing with this dependence begins with the interpretation being precisely and comprehensively documented. Without such documentation, doubt in the correctness of the effects of such systems is inevitable.

The explicit and systematic documentation of the interpretation of software logic provides three major advantages:
The interpretation informs the design of the software of the actual entities that the software will affect, allowing better design choices.

The interpretation documents essential reference material in a centralized and well-defined form, allowing rigorous examination for correctness and completeness by human inspection.

The real-world constraints and invariants that the interpretation exposes can be checked providing a new mechanism for detecting software faults.

All three of these advantages are valuable, but the provision of a significant new capability for detecting software faults is especially important. Static analysis of a system’s software where the analysis derives from the interpretation allows the detection of faults that result from misuse of real-world entities or violate real-world constraints. In case studies, such analyses revealed both unrecognized faults and faults that had been reported as bugs in real systems after deployment [3]. Examples of this new fault detection capability are given in Section 3.3.7.

3.2 CONCEPT OF INTERPRETATION

The role of interpretation can be thought of as an enhanced version of abstraction functions in logic that map concrete representations, such as variables, to abstract representations, such as abstract data types. A stack, for example, is an abstract data type that has a concrete implementation as an array and an integer index into the array.

In a similar way, an interpretation defines the real-world meaning of an element of logic. For example, an integer variable in an avionics program might be used to represent the altitude of an aircraft. Within the logic of the software, the variable is merely an integer. The role of the interpretation is to reveal everything about the actual altitude of the aircraft.

Figure 3.3 illustrates this idea. The system design process starts with a problem to be solved in the real world and develops a concrete solution in logic. The interpretation provides the abstract (real world) details of a concrete entity (logic). With an explicit interpretation, important characteristics of real-world entities, such as units and dimensions, and associated real-world constraints, such as not mixing units, can be stated and enforced. In addition, crucial relationships between logic representations and real-world entities, such as accuracy of sensed values, can be fully specified. The introduction of faults due to unrecognized discrepancies resulting from violating rules inherited from the real world can be significantly reduced or even eliminated.

As an example, consider again the altitude of an aircraft and the representation of altitude in avionics software. Aircraft altitude is not just a number, even though it might be represented as such in software. Altitude has many important attributes that impact the way that CPS, such as an aircraft’s autopilot, compute using altitude. A partial list of those attributes include:

- Measurement units. The altitude value will be measured in prescribed units (feet, meters, etc.).
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Physical dimensions. Altitude has the fundamental physical dimension of length.

Frame of reference. Altitude is defined based on an origin and the direction, that is, a frame of reference.

Sensor performance. A sensor, that is, a transducer, will have determined the value to be supplied to the software and so that value will be of limited precision and accuracy because sensors are imperfect transducers.

Sensing schedule. Transducers supply values according to a discrete-time schedule. The value supplied to the software is the value obtained when the sensor sample was taken, not the “current” value, that is, the altitude of the aircraft “now.”

With an explicit interpretation that documents details of a quantity (like altitude), a wide variety of checks of the software in CPS (like autopilot) are possible, such as:

Mixed measurement units. Expressions that mix units of measurement are probably erroneous unless an appropriate conversion is provided. For example, adding an altitude measured in feet to a displacement measured in meters is an error if no conversion factor is included in the computation.

Mixed physical dimensions. Dimensional analysis is a standard error detection mechanism in physics. Thus, for example, assigning the result of dividing altitude with physical dimension length by a time to a variable that is not a speed (speed has dimensions length/time) is an error.

Mixed frames of reference. Altitude is measured in a frame of reference with an origin and an orientation. A distance calculation between two points is probably erroneous if the two points are from different frames of reference.

FIGURE 3.3 The role of interpretation in CPS.
The necessity of defining an interpretation for software explicitly indicates the need for a composite entity that includes both software and its interpretation. A candidate entity is the interpreted formalism.

### 3.3 INTERPRETED FORMALISMS

Having established the role and value of an interpretation of the logic in CPS, we turn to the structure needed to incorporate an explicit interpretation into the engineering artifacts that are needed for CPS. The structure that we introduce is called an interpreted formalism and has the form shown in Figure 3.4.

The logic in an interpreted formalism is defined in whatever manner is appropriate for the system of interest, that is, the choice of programming language, programming standards, compiler, and so on are unaffected by the interpreted formalism structure. The key difference, of course, is the addition of the explicit interpretation.

As discussed in Section 3.3.1, in practice an interpretation is always present for any CPS. The interpreted formalism combines the interpretation and the software in a manner that makes the interpretation a first-class entity.

In the development of any particular CPS of interest, the task is no longer to develop software. The task is, in fact, to develop an interpreted formalism for the systems of interest. Without the explicit interpretation, whatever would be developed as "software" runs the risk of failing to correctly define the desired interaction with the real world, where the implementation of that interaction is the entire purpose of CPS.

The switch from developing software to developing an interpreted formalism is a paradigm shift. Such a change should not be undertaken lightly, but with the number,
3.4 RIGOROUS DEFINITION OF CYBER-PHYSICAL SYSTEMS

With the concept, role, and importance of interpretation defined and with the interpreted formalism structure in place, we have the elements needed to define CPS. CPS are triple \( \{ R_w, H_w, I_f \} \), where:

- \( R_w \) is a set of entities in the real world with which the system interacts.
- \( H_w \) is a hardware platform that: (a) executes the system's software, and (b) provides the physical connections between the set of real-world entities and the system's software.
- \( I_f \) is an interpreted formalism that combines the definitions of: (a) the software of the system, and (b) the interpretation of that software.

For the most part, \( R_w \) and \( H_w \) are familiar. The set \( R_w \) can be enumerated based on the problem to be solved by the CPS. In the case of a drug-infusion pump, for example, the pump has to interact with the patient's physiology; the patient and medical professionals as “users” through a human-machine interface; and the environment, including gases, radiation fields, and physical entities that might cause damage.

\( H_w \) for a drug-infusion pump is a collection of specialized hardware items including a pump, a drug reservoir, multiple valves, switches, a keyboard, one or more computers, a network interface, and so on.

\( I_f \) is a new concept, and so we focus on the details of the interpreted formalism in the remainder of this chapter.

With this definition, we need to modify the basic elements of CPS shown in Figure 3.1. Figure 3.5 shows the original elements but includes an explicit interpretation and an explicit indication that the design of the computation derives fundamentally from the real-world context within which the system will operate.

3.5 STRUCTURE OF AN INTERPRETED FORMALISM

The concept of logic interpretation is well established, but defining the content and structure of an effective and complete interpretation for practical use is a significant challenge. In this section, we present a preliminary design. In later sections we present an implementation of the design and the results of experiments undertaken to assess the feasibility and performance of the concept.

The design we present is based on the concept of a real-world type system [3]. The design of the interpretation is a set of real-world types defined within the framework of a real-world type system.

3.5.1 Real-World Types

A real-world type is the real-world analog of a type in a formal language. A real-world type defines the values that an object in the real world of that type can have and the operations
FIGURE 3.5  The basic elements of CPS based on the rigorous definition.

in which the object can engage. The real-world type for the physical concept of an aircraft’s altitude would include all the details noted in Section 3.3.2.

More generally, a real-world type *system* documents:

- The real-world attributes associated with the type. These attributes are properties possessed by an entity of the associated type. For the aircraft altitude example discussed earlier, the attributes include measurement units, physical dimensions, sensor precision, sensed value delay, frame of reference, and so on.

- The type rules that define allowable operations on entities of the various types. The type rules derive from what constitutes meaningful operations in the real world. The examples given earlier for aircraft altitude (measurement unit compatibility, etc.) will all be included. Rules that derive from application-specific details will be included also. For example, an aircraft’s altitude might be measured by radar and by barometric pressure, but for managing altitude in an autopilot, the system developers might require that the radar measurement be used. Type rules can be established to identify incorrect uses of altitude derived from barometric pressure.

- The machine representations for entities of the real-world types. This allows analysis of the implication of limitations within that representation. For example, a particular precision might be defined, but analysis of the computations in which that item is used
or expected range values derived from the associated real-world entity might reveal the possibility of overflow.

- The relations between real-world entities and their machine representation. The relation defines the mapping of values to meaning in the real world. In the aircraft altitude example, the machine representation might be feet, meters, or flight level (altitude in hundreds of feet). In addition, for engineering reasons, values might be offset by a fixed increment.

- An explication. All of the above provide reference information. An explication is a careful, detailed, and precise statement in natural language that provides the reader with a detailed explanation of the various terms and concepts in use.

Our preliminary structure for an explicit interpretation is a set of real-world types together with a set of bindings between entities in the real world and entities in the logic. A real-world type system and its connections to an application system of interest are shown in Figure 3.6. In the figure, real-world entities are sensed and affected by sensors and actuators. In the system software, there are software entities that model the associated real-world entities. The relationship between a real-world entity and a software entity documents information such as sensing precision and sensing delay. The details of both, and their relationships, are documented in the real-world types shown on the left of the figure.

Real-world types are intended to facilitate design in computer engineering from the real world to the machine world so as to enable all relevant aspects of the real world to be considered in developing a computer system. Within an interpretation defined using real-world types is a set of type rules (see Figure 3.6) that are derived from real-world invariants. For example, rules about unit conversion, valid and invalid expressions using variables with units, and types resulting from expressions have to be defined in their entirety to enable suitable checking.
3.5.2 Example Real-World Type

An example of a real-world type is a point in 3D space. Measurements designed to locate a point are only relevant if the associated coordinate system is defined completely. If multiple coordinate systems are in use in a program, they must be distinguished. Thus, the real-world type information needs to document all of the different aspects of the coordinate system.

A possible definition for a point in 3D space, including all of the coordinate system information, is shown in Figure 3.7. The field names in this definition are the attributes of interest. Many other formats and sets of attributes are possible. In this definition, the explications are omitted for simplicity. Note that this type definition is created just to distinguish coordinate systems. Separately, we need the types of the three fields that will be used for a point in the coordinate system.

For the types of the three fields, one, two, or three different type definitions might be needed. For this example, we assume that the x and y variables can share a type definition and a second definition is used for z. All three dimensions are actually distances within the coordinate system. As such, the real-world physical dimensions are length. In this example, the encoding of physical dimensions is based on the standard set of seven dimensions from physics: length, mass, time, electric current, temperature, amount of substance, and luminosity [52]. For convenience in many CPS, we have added angle as a basic dimension, bringing the total to eight. In the real-world type definitions, the actual physical dimensions of an entity are specified as a vector of powers of these dimensions. Thus, for example, velocity, which is length per unit time and has physical dimensions LT$^{-1}$, is encoded as (0,1,-1,0,0,0,0,0).

geographic_cartesian_coord_sys:

Specification
explication : <text>
real_world_semantics
coordinate_sys_type : cartesian
target_space : Earth
origin : center of mass of Earth
dimensionality : 3
earth_model : spheroid
x_axis_orientn : positive toward 0 degrees longitude
y_axis_orientn : positive toward 90 degrees E longitude
z_axis_orientn : positive northward

Representation
machine_semantics
representation : record structure – (float, float, float)
Relationship : <null>

FIGURE 3.7 A real-world type definition for horizontal axis (a) and for vertical axis (b) for a coordinate in a frame of reference.
horizontal_cartesian_axis:
 Specification
   explication : <text>
   real_world_semantics
      linear_units : mile
      physical_dimensions : (1,0,0,0,0,0,0,0)
   technology : GPS
   geometry_plane : horizontal
 Representation
   machine_semantics
      representation : float
      mutable : no
 Relationship
   value_error < delta1 and delay < tau1

vertical_cartesian_axis:
 Specification
   explication : <text>
   real_world_semantics
      linear_units : feet
      physical_dimensions : (1,0,0,0,0,0,0,0)
   technology : radar
   geometry_plane : vertical
   offset_origin : mean sea level
 Representation
   machine_semantics
      representation : float
      mutable : no
 Relationship
   value_error < delta2 and delay < tau2

FIGURE 3.8 Real-world type definitions for lengths in a coordinate system.

For x and y, we define the type shown in Figure 3.8a. In this example, altitude is part of a complete reference frame with an origin at the center of mass of the Earth but with a presumed offset to mean sea level. The appropriate type definition is shown in Figure 3.8b. Such a type might be used to hold data in any space of interest. For example, the type could be used to hold location information for aircraft, climbers, balloons, etc.

3.5.3 Real-World Type Rules
Given the real-world type definition for a coordinate, example type rules that could be stated, checked, and indicate operations that are probably erroneous if violated include:
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As an example of type-rule definition, consider the semantics of the result of subtracting two operands of type `vertical_cartesian_axis`, for example, for calculating the altitude difference between two points in the same Cartesian coordinate system. The definition is illustrated in Figure 3.9.

The notation `e: T` denotes a type judgment (e is of type T), and the overall construct defines an inference rule defining the type of the result of applying a specific operator, here subtraction, to operands, `e1` and `e2`, of the specified types.

3.6 AN IMPLEMENTATION OF INTERPRETATIONS FOR JAVA

3.6.1 Design of The Implementation

If explicit interpretations are to be used in the development of realistic CPS, an approach to integrating them into widely used languages and development methods is needed. We have developed a prototype that implements interpretations as sets of real-world types for Java. The implementation supports:
• The definition of a set of real-world types for a Java program of interest.
• The definition of set real-world type rules by system experts based on real-world and application invariants.
• Creation of bindings between the real-world type definitions and entities in the Java source program.
• Static type checking of the Java program based on the set of real-world type rules.
• Synthesis of assertions as Java fragments that can be inserted into the subject program to implement runtime checking of type rules that cannot be checked statically.
• Synthesis of a checklist of locations in the subject program at which human inspection is required to check type rules that cannot be checked statically or dynamically.

To illustrate the analysis capabilities that are possible with an explicit interpretation, we present case studies in Section 3.3.7 in which real-world types were applied to a set of pertinent projects, including a project with 14,000 LOC. The real-world type checking revealed both unreported faults and faults that had previously been reported as bugs.

An important design choice made for the implementation was that the system should operate without requiring changes to the subject Java program. This choice provides four major advantages:

• The interpretation does not obscure the basic structure of the Java program.
• An interpretation can be added to an existing Java program without having to modify (and possibly break) the original source text.
• An interpretation can be added to a Java program asynchronously, thereby not impeding development of the Java program itself and permitting an interpretation to be added to an existing legacy program.
• An interpretation can be added incrementally so that developers can experiment with the technology to determine its efficacy for their application.

Motivated by this design choice, the implementation operates separately from the compiler via its own user interface.

The structure of the Java prototype system is shown in Figure 3.10. The subject Java source program is shown on the left toward the top of the figure, and the interpretation is shown on the right. The development of the interpreted formalism, the combination of the source of the Java program and the interpretation, is shown at the top of the figure.

3.6.2 Use of The Implementation
In the prototype implementation, the interpretation is accessed via the user interface, enabling:
The establishment and display of bindings between items in the Java program and real-world type definitions in the interpretation.

Selecting an entity in the Java program that is to have a real-world type (clicking on the text) and selecting the particular real-world type to be used (clicking on the type name) establishes a binding.

Reference to the details of the interpretation.

All definitional aspects of the real-world types and all bindings to Java entities can be displayed. The set of bindings can be displayed in various ways, for example, all bindings, binding of a given Java entity, all Java entities bound to a particular real-world type, etc.

To support analysis of the system, a custom parser produces a representation of the subject Java program as an abstract syntax tree, and the implementation of the interpretation.
produces a database that documents all of the details of the interpretation. The abstract
syntax tree and the details of the interpretation are processed by an analyzer shown in the center
of the figure, which supports three types of analyses:

- **Type checking.** The type rules define invariants that are derived from the real world and
  from the application. All of the type rules are checked throughout the Java program
  and diagnostics displayed for the user identifying violations.

- **Assertion generation.** Some type rules cannot be checked statically. Real-world invari-
  ants often document relationships between real-world entities of constraints on values.
  For example, an aircraft’s altitude should lie between approval flight limits, and an
  autopilot should not command a pitch-up angle beyond a safe limit. Such restrictions
  are common, and assertions are sometimes included in software to check them at run-
  time. The analysis system synthesizes assertions as Java code fragments and optionally
  will insert them (with explanatory comments) into the Java source program.

- **Inspection checklist generation.** Some aspects of real-world type checking cannot be
  performed either statically or dynamically. For these type rules, the analysis develops
  simple checklists that can be used to guide an inspection. An example of this type
  of rule is that the maximum difference between the value of a physical entity avail-
  able to the system’s software should be less within some prescribed tolerance of the
  actual value. An aircraft’s altitude as represented in an autopilot might be required to
  be within some fraction of the aircraft’s true altitude in order to establish stability in an
  autopilot. The difficulty that arises in checking derives from the sensor inaccuracy, sen-
  sor sampling delay, delay in processing of the sampled value prior to its being available
  to the autopilot, and so on. The only reasonable way to have confidence in the required
  type rule is to conduct human inspection. The analysis system synthesizes inspection
  checklists based on the use of identified relevant software entities so as to provide focus
  for human inspectors.

3.6.3 Type Conversion
An important issue in the type system is type conversion. For example, a length variable
whose real-world type indicates that the measurement unit is feet could be switched to a dif-
ferent measurement unit, say meters, by calling a function that effects the switch, multiplying
by a constant, or multiplying by a variable. Each of these mechanisms could be implemented
as stand-alone assignment statements, within other expressions, as expressions stated as
actual parameters, as return values, and so on.

The analysis system deals with explicit type conversion simply by including type rules
associated with whatever special operator or function is used. For example, a conversion
function is documented as taking one real-world type as its input parameter and a second
real-world type as its return value.

Implicit type conversion is more difficult. Conversions between real-world types can be
syntactically simple. For example, a conversion from feet to inches requires multiplying a
variable storing a value in feet by 12, and the constant might not be identified specifically
to support analysis. The difficulty lies in locating such conversions automatically without generating false negatives.

Implicit type conversion is dealt with in the prototype implementation by requiring that the programmer investigate each diagnosed type error and mark implicit type conversions as such. Thus, diagnostics of which the type system was unaware will be generated for type conversion because the mismatch appears to be a violation of the type rules. In those cases, the programmer suppresses the diagnostic by indicating that there is an expected implicit type conversion. By doing so, the programmer indicates that the diagnostic has been investigated and the code found to be as desired.

3.6.4 Typed Java Entities

The Java entities that require binding to real-world types are: (a) local variables, (b) fields in classes, (c) method parameters, (d) method return parameters, and (e) class instances. In order to make the development of the prototype tractable, the current version imposes some restrictions on the use of real-world types in Java, specifically:

- **Fields.** Fields in classes are assumed to be monomorphic, that is, a field in a class is assumed to have the same real-world type in all class instances. Fields are bound to real-world types inside the class declaration body.

- **Class instances.** Different instances of a class might have different real-world meanings and so the type definition is of the instance, not the class. For example, suppose a class `Point` has three fields `x`, `y`, `z`. Further, suppose that `pt1` and `pt2` are both instances of `Point` but are from different coordinate systems. Writing a statement that involves both `pt1.x` and `pt2.x` such as `pt1.x + pt2.x` might be an error, so the two instances need to be distinguished.

- **Method return parameters.** If a particular method is not bound to a real-world type, the analysis treats the method as polymorphic. For a polymorphic method, at each invocation site, the type checker examines all the expressions in the method declaration body and determines the real-world type for the return statement. That will be the real-world type for the method invocation ultimately. If the method contains multiple return statements, the real-world type for the return value will be the one with no type errors. Also, if real-world types for return statements are inconsistent, the type checker issues a warning message.

- **Arrays.** Since individual array elements cannot be typed with real-world types, all objects inside an array are treated as having the same real-world type.

Type checking can only rely on limited type inference because many of the result types of operations are defined by real-world circumstances. For example, adding a variable of type angle measured in degrees to a variable of type latitude also measured in degrees (commonly but not necessarily) yields a result of type latitude because the purpose of the addition is (probably but necessarily) to compute a new heading in some sort of navigation.
system. Without a comprehensive type inference system, checking type rules leads to three difficulties:

- **Determining the types of constants.** Variables are given a real-world type when declared, but constants are used as needed. Constants are dealt with simply by associating each one with a hidden variable and associating a real-world type with the hidden variable.

- **Function-return types.** Defining a function essentially introduces a new type rule. Function return types are dealt with by associating a real-world type with each function that returns a value with a real-world type.

- **Defining the types of compound objects.** Classes introduce the possibility of nesting real-world types because the class might have a real-world type and the fields within the class might have real-world types. In that case, the type of a qualified name is the union of the attributes of all the elements in the path to a specific item of interest in an expression. This same rule applies to method invocation where fields are retrieved, such as: `cs2.get_x();`.

### 3.7 PERFORMANCE/EXPERIMENTAL RESULTS

Informal arguments, as presented in this chapter, suggest that the rigorous definition of CPS and the associated analysis might have value, but that is insufficient reason to change current development methods. Recall from Section 3.3.3 that the change is of the magnitude of a paradigm shift. Empirical evidence to show feasibility and utility is essential.

To gain some insight into the feasibility and utility of interpreted formalisms, we conducted a two-part study in which we developed interpretations structured as sets of real-world types for several open-source projects with which we have no association. In the first part, a complete set of real-world types were defined for a project called the Kelpie Flight Planner [54]. Various elements of the software were given real-world types, a set of type rules were defined, and type checking was performed.

In the second part, we reused real-world types and type rules created in part one on a set of projects that access the same real-world entities. For these projects, type checking has only been applied to pertinent packages and files to detect errors.

#### 3.7.1 Kelpie Flight Planner

The Kelpie Flight Planner is an open-source Java project based on Flightgear [5]. The program uses the airport and navaid databases of Flightgear to determine routes between airports based on user inputs. The program is 13,884 lines long, is organized as 10 packages, and is contained in 126 source files.

A critical element of the data used by the Kelpie Flight Planner in modeling aircraft movement is the velocity surface, a two-element vector consisting of the horizontal velocity (motion across the Earth's surface) and the vertical velocity (climb or sink rate) of the aircraft. The details of the velocity surface are shown in Figure 3.11.

Various models of the Earth's geometry have been created, including a sphere and an ellipsoid. For the ellipsoid, different models have been developed for special purposes; for
example, the International Geomagnetic Reference Field (IGRF) [6] and the World Magnetic Model (WMM) [7]. In order to undertake useful calculations, programs like the Kelpie Flight Planner have to operate with a model of the Earth’s geometry, and details of the model need to be included in the real-world type system in order to allow appropriate checking.

For the Kelpie Flight Planner, 35 different real-world types were defined along with 97 type rules. The total number of type bindings for the project was 255. For illustration, we summarize three of six faults that were identified by the real-world type analysis. None of these faults had been reported in the project error log.

The program source code containing the first fault is:

```java
alt -= legTime * plan.getAircraft().getSinkSpeed()/60;
```

The expression references the wrong data. `getSinkSpeed()` returns a quantity measured horizontally and `alt` is measured vertically.

The source code containing the second fault is:

```java
alt += legTime * plan.getAircraft().getClimbRate()/60;
```

`plan.getAircraft().getClimbRate()` returns the climb rate in feet/minute, the variable `legTime` is time in hours, and `alt` is altitude in feet. The conversion factor is 60, but the conversion requires multiplication by 60, not division.

The source code containing the third fault is:

```java
alt -= legTime * plan.getAircraft().getSinkSpeed()/60;
```

The expression references the wrong data. As in the first fault, `getSinkSpeed()` returns a quantity measured horizontally and `alt` is measured vertically. Correcting this fault yields code with the same units issues as arose in the second fault, requiring an additional fix.
3.7.2 Other Java Applications
We reused the real-world types and type rules created for the Kelpie Flight Planner project to check packages and source files in other applications with pertinent functions. We chose applications for which a log was available for defects reported from the field after release. We include examples here for illustration.

OpenMap is a Java Beans-based tool kit for building applications and applets that access geographic information [8]. The code for the first fault we detected is:

```java
lon2 = ll2.getY();
```

The variable `lon2` is a longitude, but the method `getY()` returns a latitude.

The code for the second fault is:

```java
double[] llpoints = GreatCircle.greatCircle(startLLP.getY(),
    startLLP.getX(), endLLP.getY(), endLLP.getX(), numPoints, true);
```

The arguments to `greatCircle()` should be in radians, but in this call the arguments are measured in degrees.

Geoconvertor is a Java API that converts latitude and longitude to points in the Universal Transverse Mercator coordinate system [9]. The faulty code detected is:

```java
if (datum.name().equals("WGS84")) {
    e1=eccentricityOne(WGS84.MAJOR_AXIS, SAD69.MINOR_AXIS);
    e2=eccentricityTwo(WGS84.MAJOR_AXIS, SAD69.MINOR_AXIS)};
```

The constructors `eccentricityOne()` and `eccentricityTwo()` each expect two arguments of the same Earth model, SAD69 for the first and WGS84 for the second. The code has the argument Earth models confused.

3.8 RELATED WORK
A variety of previous research results are relevant to the ideas presented in this chapter. In this section, we summarize the results in various related areas and provide references for more detailed information.

3.8.1 Modeling The Relationships between The Real World And The Machine World
Interpretation of logic is about binding the real world to the machine world. Research efforts on requirements and specification have also modeled the connections between the real world and the machine world [10–14,47].

Jung and Saglietti defined a language for describing interfaces between system components to support fault detection in component interfaces [53]. The language facilitates the definition of system details (including those that we refer to as real-world attributes, such as units). From interface descriptions, software wrappers can be derived to align interfaces, thereby enabling the reuse of reusable components. The approach does not address the issue of real-world information and analysis within software source code.
Johnson et al. developed an approach to detection of undocumented assumptions in Simulink/Stateflow models in which traces are used to develop system invariants [4]. Since the source for the approach is a high-level system model, the approach can detect undocumented assumptions at the level of real-world entities. The approach does not include mechanisms to define real-world properties over and above those available in Simulink/Stateflow.

Representing multiple domains, including both physical and cyber, and determining inconsistencies between those domains has been addressed by Bhave et al. using a set of architectural views [15]. The views are derived from various models and a base architecture for subject CPS. The approach is based on typed graph models of the subject system, and consistency is defined by morphisms from views to the base architecture.

The four-variable model proposed by Parnas and Madey introduces relationships that the authors labeled IN and OUT [14]. The IN and OUT relationships define the connections between mathematical variables available to the software and the environmental variables in the real world. The relationship between real-world entities and the machine world is described mathematically. The hardware and software requirements are intertwined in the REQ relation. Miller and Tribble introduced an extension to the four-variable model that isolates the virtual versions of the monitored and controlled values in subsystems [13]. The relationships emerge as relations between virtual and real versions of variables.

The work of Zave and Jackson characterized phenomena of interest to the system and separated world phenomena from machine phenomena [11,12,16]. The reference model of Gunter et al. gave a detailed explanation of different classes of phenomena and the relationship between environment and system [10]. These results model the picture of the connection between machines and the real world. In contrast to these results, real-world types provide a comprehensive set of real-world semantic attributes and emphasize imposing constraints on software inherited from the real world.

### 3.8.2 Conventional Types

Conventional types as used in formal languages are closely related to the machine context, and as a result they cannot comprehensively describe real-world information. For example, most real-world semantic attributes are associated with compile-time values; such attributes and associated values should not be represented as variables. Some real-world semantic attributes might be represented as variables, fields, or other structures. However, these program elements can only convey limited real-world meanings through identifier names or unstructured comments. In addition to real-world semantic attributes, the relationships between real-world entities and their machine representations are also ignored or vaguely expressed in conventional types. The discrepancies caused by sensors and timing differences are frequently neglected. As a result, real-world constraints are incompletely documented and are thereby enforced in conventional type systems in ad hoc ways or not at all.

### 3.8.3 Enhanced Type Systems

A real-world type system is an enhanced and extended version of the concept underlying conventional type systems with the goal of supporting checking constraints inherited from the real world in addition to default type rules.
Powerful extensions to the basic notion of type have been developed, in particular in the form of pluggable type systems [17–20]. Pluggable type systems [20] enhance the built-in type systems in applicable formal languages and provide support for additional checking capabilities. The Checker framework [17,20] and JAVACOP [18] implement the idea of pluggable type system for Java. These frameworks refine built-in type systems to allow users to define additional types and check additional type rules.

Dependent types [21,48,50,56] are another powerful type system concept that allows programmers to specify and enforce rich data invariants and guarantee that unwanted program behaviors are detectable by analysis. They are important in computing environments where users must certify and check properties of untrusted programs [22]. Dependent type systems, such as Coq [23] and Agda [24], provide formal languages to write mathematical definitions, executable algorithms, and theorems and then support development of proofs of these theorems.

Pluggable type systems and dependent type systems are designed to provide greater flexibility in type mechanisms. Increased flexibility is valuable in supporting language expressivity. However, the resulting flexibility remains within the mathematical framework of machine logic and does not address the notion of deriving and exploiting type information from the real world.

3.8.4 Real-World Constraints
An interpretation based on real-world types supports analyzing real-world constraints. As special kinds of real-world constraints, dimensional analysis and unit checking have been explored in many programming languages [25–27,51]. Previous research focused on extending programming languages to allow checking that constraints on dimensions of equations are not broken. Extensions to support dimensional and unit analysis have been developed for several programming languages. For the most part, previous research focused on checking dimensions of equations and validating unit correctness [26,28–32]. Nevertheless, these efforts are limited to basic rules derived from dimensions or combinations of entities with different units.

3.8.5 Improved Program Understanding
Real-world semantic attributes in real-world types can improve the understanding of programs. Other researchers have attempted to improve program understanding by linking structured semantic information in real-world contexts to programs [33–35,49]. Ontology is a widely used structure for documenting domain concepts and relationships among the concepts. Ratiu et.al developed techniques to improve the understanding of program elements by making explicit mappings between ontology classes and program elements [33,34].

3.8.6 Concept Location
Concept location, that is, identifying parts of a software system that implement some aspect of the problem, is related to the idea of mapping real-world entities to software and has been studied extensively [35–40,55,57]. Information-retrieval-based approaches have been developed to reduce the effort required to understand and to locate source code that requires
change. Poshyvanyk attempted to further reduce the efforts by producing a concept lattice using the most relevant attributes (terms) selected from the top-ranked documents (methods) [41]. Grant et al. proposed approaches that identify statistically independent signals that could lead to concepts [39].

The use of parts of speech of terms in identifiers has been investigated as a means of extracting information from the source code. Binkley et al. improved identifier name tagging using templates and defined rules to improve the structure of field names [42]. Hill et al. generated noun, verb, and prepositional phrases from the signatures of program elements [40].

Parts of speech have also been used to extract domain models, such as ontologies. Abebe and Tonella [36,37] have used the parts of speech of terms and the natural-language dependencies to extract ontologies from source code. Raitu et al. have proposed an approach to extract domain-specific ontologies from APIs [33,34]. Other researchers have used WordNet to automatically extract semantics and relationships between the semantics [43,44].

3.8.7 Context Representation and Reasoning
The notion of context is important in many areas of computing. In ubiquitous computing, for example, context is needed to enable suitable processing of inputs received [45,46]. This notion of context is related to the basic functionality of the system and is closely linked to machine learning and other aspects of artificial intelligence. Context representation and reasoning is related to the rigorous definition developed in this chapter only to the extent that it helps to identify the real-world entities with which the system of interest interacts.

3.9 SUMMARY
In this chapter, we have presented a rigorous definition of CPS based on the idea that such a system is composed of a computing platform, a set of physical entities, and a connection between the two. The emphasis in the definition is on a precise and complete definition of the connection between the physical entities and the computing platform.

The connection has been defined using the notion of logical interpretation. The interpretation precisely defines the meaning of items in the logic in terms of physical entities and their associated properties. Many important invariants can be derived from physical, that is, real-world, entities in a comprehensive and systematic way. Defining the connection between physical entities and the computing platform in this way enables a new class of fault detection mechanisms for the logic, that is, for CPS software.
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